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“ENTROPY”: BORROWED FROM PHYSICS

The term “entropy” was introduced into Information Theory
because of the analogous concept in Statistical Mechanics.

Ludwig Boltzmann, who spent much of his life studying
statistical mechanics, died in 1906, by his own hand.
Paul Ehrenfest, carrying on the work, died similarly in
1933. Now it is our turn to study statistical mechanics.
[States of matter [Goo75]]

Now it is our turn to study entropy.
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THE SIMPLE CASE: UNIFORM AND INDEPENDENT

When a probability distribution is uniform and independent of
other information we may care about entropy of a signal of the
number of ways that signal could be different. It is the
logarithm of the number of possible signals.
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UPDATING ENTROPY: RELATIVE TO PRIOR INFORMATION

Entropy of a signal is a measure of its capacity to update the
information state of the recipient.

Updating information state is the same as reducing
uncertainty.
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NON-UNFORM DISTRIBUTIONS

There are multiple ways to compute the entropy of
non-uniform distributions.

Shannon entropy H Most commonly used.
Rényi entropy H𝛼 Allows more bias toward the higher

probability items depending on 𝛼
Min-entropy H∞ Looks only at the probability of the

most likely element

Table 1: Different definitions of H: For non-uniform distributions,
there are different notions of entropy. Shannon entropy is the
original and default. Min-H is right for passwords. All produce
identical results when the distribution is uniform.
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